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Now we all know…



And we still remember



Also not too long ago

*from the DQN paper



The bitter lesson

http://www.incompleteideas.net/IncIdeas/BitterLesson.html

“…The two methods that seem to scale 
arbitrarily in this way are search and learning.”

One thing that should be learned from the bitter lesson is 
the great power of general purpose methods, of methods 
that continue to scale with increased computation even as 
the available computation becomes very great.



RL basics
 from a distribution matching perspective



Kullback–Leibler (KL) Divergence

𝐷!" 𝑃 𝑄

𝑃:	

Q:	

Distribution of {expert / genius / average} human generated language

Distribution of LLM generated language



Kullback–Leibler (KL) Divergence
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Forward KL
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Has nothing to do with Q
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Forward KL
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The teacher forcing 
or supervised fine-tuning (SFT)
that you already familiar with



What if we minimize from the other direction

𝐷!" 𝑃 𝑄 𝐷!" 𝑄 𝑃

That’s the type of reinforcement learning we will talk about today



Reverse KL
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Reverse KL
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How likely it is for an expert P to generate x



Reverse KL
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m𝑎𝑥
&

	&
#∈%

𝑄 𝑥 𝑅(𝑥)

∇&&
#∈%

𝑄 𝑥 𝑅(𝑥)

&
#∈%

∇𝑄 𝑥 𝑅(𝑥) &
#∈%

Q x
∇𝑄 𝑥
𝑄(𝑥)

𝑅(𝑥) &
#∈%

Q x ∇ log𝑄(𝑥) 𝑅(𝑥)



Policy Gradient (REINFORCE)

m𝑎𝑥
&
	𝔼#∼&[∇ log𝑄 𝑥 𝑅 𝑥 ]



Usually we optimize the conditional policy 

m𝑎𝑥
(
	𝔼#𝔼)∼(()|#) ∇ log 𝜋 𝑦|𝑥 𝑅(𝑥, 𝑦)

Let’s follow the common notation of using       for the policy network𝜋



“Alignment”

𝐷!" 𝑃 𝑄 𝐷!" 𝑄 𝑃
Both of them are doing the “alignment”

Human demonstration

Prompt: write a story about a robot and a young boy.
Human demonstration: A boy named Timmy becomes 
inseparable from a new robot his parents brought home. 
Their friendship grows stronger as they share new 
adventures together.

Expensive to collect; lack of “negative signal”
→ supervised fine-tuning



“Alignment”

𝐷!" 𝑃 𝑄 𝐷!" 𝑄 𝑃
Both of them are doing the “alignment”

m𝑎𝑥
&

	&
#∈%

𝑄 𝑥 𝑅(𝑥)

Easier for us to define what we want to align



Side note – distillation

𝐷!" 𝑃 𝑄 𝐷!" 𝑄 𝑃

We can also use RL for distillation
- e.g., on-policy distillation https://arxiv.org/pdf/2306.13649 

𝑃:	 Q:	Teacher Student



Side note – distillation
on-policy distillation https://arxiv.org/pdf/2306.13649 



RLHF pipeline



A common objective Making sure we don’t run too far away

https://arxiv.org/abs/2203.02155



Reward Model



Reward modeling

𝑅

𝑥

𝑦

𝑅(𝑥, 𝑦)

Prompt / Context

Response

A scalar reward

LLM



Reward modeling

Human preference

Prompt: write a short story about a robot and a young boy in 30 words.
Response 1: A young boy befriends an abandoned robot in his town. 
They become close friends, but as the boy grows up and moves away, 
he remembers their bond.

Human Preference (👍)
Response 2: A robot became a boy's best friend.

Human Preference (👎)

Cheaper to collect; “rich comparative signal”
→ How to incorporate them into the model?



Reward modeling: learning to rank

InstructGPT: https://arxiv.org/pdf/2203.02155.pdf

https://arxiv.org/pdf/2203.02155.pdf


InstructGPT: https://arxiv.org/pdf/2203.02155.pdf

Reward modeling: learning to rank

https://arxiv.org/pdf/2203.02155.pdf


Reward modeling: learning to rank
- pairwise

- pointwise

- listwise

𝑅
𝑥

𝑦
𝑅(𝑥, 𝑦)

Prompt / Context

Response
A scalar reward as supervision

LLM

Learning to Rank: From Pairwise Approach to Listwise Approach
https://www.microsoft.com/en-us/research/wp-content/uploads/2016/02/tr-2007-40.pdf

𝑥:	𝑦! > 𝑦" > 𝑦# > 𝑦$…



Reward modeling

*a conceptual implementation, not necessarily the most efficient one



Reward hacking

*video taken from https://www.youtube.com/watch?v=GONsxU4pzwY



Reward hacking in LLM
- emoji

- repetitive responses

User: hello!

LLM: hello🌷 😊 how is your day 😀🌺 

User: what is 1+1

LLM: To solve 1+1, let’s think step by step;
          - 1. you need to calculate 1+1
          - 2. you need to calculate 1+1
          - 3. you need to calculate 1+1
          ……

- over formatting

User: tell me a joke

LLM: 
===Joke===
### here is the joke ###
- Why don’t skeletons fight each other?
- They don’t have the guts!



How it happens

*examples taken from https://arxiv.org/pdf/2409.11704v1 



How it happens

*examples taken from https://arxiv.org/pdf/2409.11704v1 



How it happens

*lmsys arena



How it happens

*examples taken from https://www.reddit.com/r/ChatGPT/comments/14bpla2/thanks_grandma_one_of_the_keys_worked_for_windows/

Neural networks are prone to adversarial attacks



How to mitigate

- stay close to the reference policy

- secondary reward model

- reward ensemble

 WARM (https://arxiv.org/abs/2401.12187)
  LCB (https://arxiv.org/pdf/2401.16635v2)

https://arxiv.org/abs/2401.12187
https://arxiv.org/pdf/2401.16635v2


Other types of reward: unit-test
Q: generate a python program that runs some fancy operations and the output should be "hello world"

R(x, y) = 1

R(x, y) = -1

If the output = “hello world”

Otherwise



Other types of reward: generative reward model

*examples taken from https://arxiv.org/pdf/2408.15240



Other types of reward: process reward model

*examples taken from https://arxiv.org/pdf/2305.20050



Other types of reward: process reward model

*examples taken from https://arxiv.org/pdf/2312.08935



Reward Bench

*https://huggingface.co/spaces/allenai/reward-bench

Gemini-0514 is here

gpt-4o-0806 is here



Multi-Objective

Safety

Creativity

Conciseness

helpfulnessEmpathy

……



Multi-Objective

Safety Creativity Conciseness helpfulnessEmpathy



Multi-Objective

Safety Creativity Conciseness helpfulnessEmpathy



Multi-Objective

Safety Creativity Conciseness helpfulnessEmpathy

Safety Creativity Conciseness helpfulnessEmpathy

Is 

Better than 

?



Multi-Objective

Safety Creativity Conciseness helpfulnessEmpathy

Safety Creativity Conciseness helpfulnessEmpathy

Pareto Frontier 

As long as no such alternatives exist



Multi-Objective

Safety Creativity Conciseness helpfulnessEmpathy

It is easy to achieve the Pareto Frontier 

So a harder question is, what is the definition of a good behavior?



Optimization



Variance Reduction

m𝑎𝑥
&
	𝔼#𝔼)∼&(⋅|#)[∇ log𝑄 𝑦|𝑥 𝑅 𝑥, 𝑦 ]

m𝑎𝑥
&
	𝔼#𝔼)∼&(⋅|#)[∇ log𝑄 𝑦|𝑥 (𝑅 𝑥, 𝑦 	− 𝐵 𝑥 )]

𝐵 𝑥 : 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
- V(x)

- a constant scalar



Reward Attribution

𝑅 𝑥, 𝑦How to attribute the reward to intermediate steps?

Generalized advantage estimation
https://arxiv.org/pdf/1506.02438

https://arxiv.org/pdf/1506.02438


Multi-step RL

https://arxiv.org/pdf/2407.18219



Example outcome of RLHF



Example: reddit tl;dr



Example: reddit tl;dr



Case study 1: Reddit post (In-distribution)
Input:

Back when I was young and full of dreams, I used to play an epiphone LP classic with a Duncan 
distortion in the bridge and a Duncan 59 in the neck. I sold it years ago and regret it.

Now I’m old and have white hair coming out of my ears, but I have the fancier version of my old guitar. 
Reverse zebra version of the 59 and distortion. The tech replaced the PCB board as well.

Loving how it sounds!

Pretrained: <extra_id_0> when I was young and full of dreams <extra_id_1>...

SFT: I’m old and have white hair.

FLAN: I have a new guitar.

RLHF: I sold my old guitar years ago and regret it. Now I have the fancier version of my old guitar.



Case study 2: CBS Sports News Summary(OOD)



Case study 3: Google quarterly earnings (OOD)



Alternatives to the policy gradient



RLHF can be expensive

*image taken from https://blog.google/technology/ai/lamda/

On-policy sampling can be slow



RLHF can be expensive
• On-policy sampling can be slow

Policy Model Reward Model

Reference Model Value Function

• Many models to load



DPO and the variants



Direct Preference Optimization (DPO)

https://arxiv.org/pdf/2305.18290

Training dataset:

https://arxiv.org/pdf/2305.18290


Direct Preference Optimization (DPO)

https://arxiv.org/pdf/2305.18290

RLHF objective:

Optimal solution:

https://arxiv.org/pdf/2305.18290


Direct Preference Optimization (DPO)

https://arxiv.org/pdf/2305.18290

Policy -> reward

Bradley-Terry model

https://arxiv.org/pdf/2305.18290


DPO can be very powerful

https://ai.meta.com/blog/meta-llama-3-1/

In post-training, we produce final chat models by doing 
several rounds of alignment on top of the pre-trained model. 
Each round involves Supervised Fine-Tuning (SFT), Rejection 
Sampling (RS), and Direct Preference Optimization (DPO)

https://arxiv.org/pdf/2305.18290

https://arxiv.org/pdf/2305.18290


DPO can be very promising

https://arxiv.org/pdf/2401.10020



When DPO can go wrong

*example taken from https://arxiv.org/pdf/2404.10719v1 

- stateless

- 3 actions

- 1 preference pair

https://arxiv.org/pdf/2404.10719v1


When DPO can go wrong

*example taken from https://arxiv.org/pdf/2404.10719v1 

𝜋%&'(𝑦2)

𝜋%&'(𝑦1)

https://arxiv.org/pdf/2404.10719v1


When DPO can go wrong

*conclusion taken from https://arxiv.org/pdf/2404.10719v1 

The solution space of PPO is a {proper subset} of the solution space of DPO*

DPO can develop a biased distribution favoring unseen responses, 
directly impacting quality of the learned policy*

https://arxiv.org/pdf/2404.10719v1


How about we do online DPO?

*image taken from https://arxiv.org/pdf/2402.04792



How about we do online DPO?

𝑥 ∼ 𝒟, 𝑦(, 𝑦) ∼ 𝜋*(𝑦|𝑥)

𝑦(, 𝑦)	 is labeled on the fly



How about we do online DPO?

*image taken from https://arxiv.org/pdf/2402.04792



Regret minimization for online learning 

Naïve online DPO misses 
the exploration bit

*image taken from https://seekingalpha.com/article/4438943-when-to-sell-regret-minimization



Online fixes for DPO
DPO loss

Encourages the exploration

*equation taken from https://arxiv.org/pdf/2405.19320

This can achieve the same regret as online RLHF

https://arxiv.org/pdf/2405.19320


Offline fixes for DPO

discourages over-optimization

*equation taken from https://arxiv.org/pdf/2405.19320

https://arxiv.org/pdf/2405.19320


Best of N Sampling and Distillation



Best-of-N Sampling

𝑥 𝜋(⋅ |𝑥)

𝑦"

LLM 𝑦!

𝑦$

𝑦%

…

𝑅(𝑥, 𝑦")

𝑅(𝑥, 𝑦!)

𝑅(𝑥, 𝑦$)

𝑅(𝑥, 𝑦$)

𝑦$



Best-of-N Sampling

𝑥 𝜋(⋅ |𝑥)

𝑦"

LLM 𝑦!
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𝑦%

…

𝑅(𝑥, 𝑦")

𝑅(𝑥, 𝑦!)

𝑅(𝑥, 𝑦$)

𝑅(𝑥, 𝑦$)

𝑦$

𝜋&'%(⋅ |𝑥)



Test-time scaling

https://arxiv.org/pdf/2407.21787



Test-time scaling

https://arxiv.org/pdf/2407.21787



Win-rate Optimal Policy (at given KL level)

Reference PolicyPolicy

Reward

*equations taken from https://arxiv.org/pdf/2406.00832



Best-of-N Policy is optimal

*figure taken from https://arxiv.org/pdf/2406.00832

“Larger values of N approximate the 
optimal policy even more closely”



Best-of-N Distillation

𝐷!" 𝜋./0 𝜋

𝐷!" 𝜋 𝜋./0

But how about



Best-of-N Distillation

m𝑎𝑥
&
	𝔼#𝔼)∼((⋅|#)[∇ log 𝜋 𝑦|𝑥 𝑟.102 𝑥, 𝑦 ]

https://arxiv.org/pdf/2407.14622



Summary

• Policy Gradient

• Direct Preference Optimization

• Best of N sampling and Distillation

• Reward modeling

• Optimization Criteria

• Practical optimization

• Cost consideration

Algorithms Difficulties



Q&A


