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To decode the given ciphertext using the
example provided, we'll use the pattern
identified in the example.

Ciphertext Example:
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The bitter lesson

One thing that should be learned from the bitter lesson is

the great power of general purpose methods, of methods

that continue to scale with increased computation even as
the available computation becomes very great.

“...The two methods that seem to scale
arbitrarily in this way are search and learning.”

http://www.incompleteideas.net/Incldeas/BitterLesson.html



RL basics
from a distribution matching perspective



Kullback—Leibler (KL) Divergence

Di.1 (PI1Q)

P: Distribution of {expert / genius / average} human generated language

(QQ: Distribution of LLM generated language



Kullback—Leibler (KL) Divergence

P(x)
Dk (Pl|Q) = ZP(x)log(Q(z))
XEX

* Dk, =0 iff. P=4¢Q

* Asymmetric Dy (Q||P)



Forward KL

inn Dy (P|]Q)

> inn 2 P(x)log P(x) — 2 P(x)log Q(x)

x€EX xX€EX



Forward KL

inn Dy (P|]Q)

> inn 2 P(x)log P(x) — 2 P(x)log Q(x)

x€EX xX€EX

Has nothing to do with Q

) inn — 2 P(x)log Q(x)

X€EX



Forward KL

The teacher forcing
or supervised fine-tuning (SFT)
that you already familiar with

inn — Z P(x)log Q(x)

XEX
We dislike coding
Feed Forward Feed Forward
— e
| Maskéd Self Attention |
PREFIX <bos> We like

<e0S>

coding



What if we minimize from the other direction

Dy (PllQ) D Di1 (Q[IP)

That’s the type of reinforcement learning we will talk about today



Reverse KL

P(x)
Q(x)

max ;Q(X)log( )



Reverse KL

How likely it is for an expert P to generate x

/

max Z Q(x)log(QE %



Reverse KL
mgx 2 Q(x)R(x)

xX€EX



Reverse KL
max 2 Q(x)R(x)

xX€EX

Vo ) QUORM)

xX€EX



Reverse KL
mgx 2 Q(x)R(x)

xX€EX
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Policy Gradient (REINFORCE)

max E,.o[V1og Q(x) R(x)]



Usually we optimize the conditional policy

max ExEy r(yx)[V1ogm(y|x) R(x, y)]

Let’s follow the common notation of using 7T for the policy network



“Alignment”

Both of them are doing the “alignment”

Human demonstration

Prompt: write a story about a robot and a young boy.
Human demonstration: A boy named Timmy becomes
inseparable from a new robot his parents brought home.
Their friendship grows stronger as they share new
adventures together.

Expensive to collect; lack of “negative signal”
— supervised fine-tuning



“Alignment”

Both of them are doing the “alignment”

Easier for us to define what we want to align

/
mgx 2 Q(x)R(x)

xX€EX



Side note — distillation

P: Teacher Q: Student

We can also use RL for distillation
- e.g., on-policy distillation https://arxiv.org/pdf/2306.13649



Side note — distillation

on-policy distillation https://arxiv.org/pdf/2306.13649

Supervised Fine-Tuning
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RLHF pipeline

%>

Initial LLM RL fine-tuning feedback loop

The policy model The reward model RL Fine-Tuning, using

reward signal to update

samples a prompt and Eu g computes a reward for
the <prompt, output> pair

generates output

policy model weights

Prompt Dataset (Unlabeled)
“The Earth is...”

Reward Model @D

| Fine-tuned LLM

Collect Human Feedback
(Preference) Dataset

—>

“The Earth is our beautiful home.”

e “The Earth is a blue-green planet.”

0>0



A common objective

Making sure we don’t run too far away
—

E(a:,y)NDw,f,}L [TH (z,y) — Blog (ng(y | x)/WSFT(y | a:))]

|
% /
0.6 —
N~
- . — Model
5_) e | —&- PPO-ptx
= PPO
=
g) 0.4 . SFT
©
= GPT (prompted)
© GPT
£
; 0.2
138 6B 1758

Model size https://arxiv.org/abs/2203.02155



Reward Model



Reward modeling

Prompt / Context
X
(LLM h
R > R(x,y)
- 4
y A scalar reward

Response



Reward modeling

Human preference

Prompt: write a short story about a robot and a young boy in 30 words.
Response 1: A young boy befriends an abandoned robot in his town.
They become close friends, but as the boy grows up and moves away,
he remembers their bond.

Human Preference (&)
Response 2: A robot became a boy's best friend.

Human Preference (V)

Cheaper to collect; “rich comparative signal”
— How to incorporate them into the model?



Reward modeling: learning to rank

Specifically, the loss function for the reward model is:

loss (0) = _%E@,yw,yw log (¢ (o (%, Yw) — 70 (z, 10)))]

A1 /V
Take the average of  the (promp_t, wmner candidate compute the LeamingZRank loss
all the samples from... loser candidate) triplets from

the "preference dataset”

InstructGPT: https://arxiv.org/pdf/2203.02155.pdf



https://arxiv.org/pdf/2203.02155.pdf

Reward modeling: learning to rank

IGs,y) = ), 1og2 1+e 0(81_;19\
Yiz)j

the delta of scores between

compute the logistic loss of _ _
a winner and a loser candidate

InstructGPT: https://arxiv.org/pdf/2203.02155.pdf



https://arxiv.org/pdf/2203.02155.pdf

Reward modeling: learning to rank

- pairwise

Pro}an pt / Cont((ext
- bointwi LM, ]—.
pointwise | R(X y)

A scalar reward as supervision

R%;ponse
- listwise X. yz > yl > y4_ > y3

Learning to Rank: From Pairwise Approach to Listwise Approach
https://www.microsoft.com/en-us/research/wp-content/uploads/2016/02/tr-2007-40.pdf



Reward modeling

Forward pass twice, then take the delta of scores.

[candidate 0] We like coding <eos> score 0=0.9 ~

. L . > Delta
[candidate_1] We dislike coding <eos> score_1=0.2

> > 00000
| Masked Self Attention |
4 4 4 We rip off the last layer of the
language model, replace it
PREFIX <bos> We like coding with 2 regression heads, and
PREFIX <bos> We dislike coding finetune on L2R loss.

*a conceptual implementation, not necessarily the most efficient one



Reward hacking

[; r; 53.1 metres C r; :

THIGHS CALVES

*video taken from https://www.youtube.com/watch?v=GONsxU4pzwY



Reward hacking in LLM

- emoji  User: hello! - over formatting
LLM: hello ¥ @ how is your day <% User: tell me a joke
LLM:
- repetitive responses ===)oke===
H### here is the joke #H##
User: whatis 1+1 - Why don’t skeletons fight each other?

- They don’t have the guts!

LLM: To solve 1+1, let’s think step by step;
- 1. you need to calculate 1+1
- 2. you need to calculate 1+1
- 3. you need to calculate 1+1



How it happens

Instruction: Enter the words that satisfy the given condition.

5 Countries that Start with S

~ ™
GPT4-1106-preview ( ): GPT4-0613-concise (Unpreferred):
Sure, here are five countries that start Spain, Sweden, Switzerland, Singapore,
with the letter ’S’: Senegal

1. Spain

2. Sweden

3. Switzerland
4. Syria

5. Serbia

*examples taken from https://arxiv.org/pdf/2409.11704v1



How it happens

Instruction: Write a good Twitter Bio. Try to cover all the provided main points in your generated bio.

Name: Jane

Main points:

- Architect

- Interested in Tech
Written in first person
Use casual tone

-

GPT4-1106-preview ( ):
Architect by day, tech enthusiast by night

~ 5. I'm Jane, living my life one
blueprint and gadget at a time. Craft-
ing spaces, exploring innovation. Let’s
build and geek out together! #Architec-
tureLover #TechWhiz

*examples taken from https://arxiv.org/pdf/2409.11704v1

Tulu-2-DPO-7b (Unpreferred):
Architect by day, tech enthusiast by night.
Constantly exploring the intersection of
design and innovation. Passionate about
creating functional and beautiful spaces,
both physical and digital. Let’s con-
nect and geek out over the latest tech
trends!” #Architecture #TechEnthusiast
#DesignGeek




How it happens

Category Apply filter
Category Apply filter overall ) Style Control
overall . () Style Control Show Deprec:
Rank*
Rankx* R R 4 Delta 4 Model
(UB) Model Axrena Score (UB)
a ol-preview 1355 1 0 ol-preview
? ChathRTzAozlatest. (2024:09:09) 1335 2 0 ChatGPT-40-latest. (2024:09:03)
2 0l-mini 1324 ..
314 =il ol-mini
4 Gemini-1.5-Pro-Exp-0827 1299
31 1 Gemini-1.5-Pro-Exp-0827
4 Grok-2-08-13 1294
6 GPT-40-2024-05-13 1285 3t 3 GR1-40:2024:02:13
7 GPT-40-mini-2024-07-18 1273 51 2 Claude 3.5 Sonnet
7 Claude.3.5..Sonnet 1269 6 t 1 Gemini. Advanced. App..(2024-05-14).
7 SR SRl R PR 1269 6 1 1 Meta-Llama:-3.1:405b-Instruct-bf16
7 Grok-2:-Mini-08-13 1267
7 0 Meta-Llama-3.1-405b-Instruct-£fp8
7 Gemini.Advanced. App..(2024-05-14). 1267
74 -3 Grok-2-08-13
7 Meta-Llama-3.1-405b-Instruct-fp8 1266
71 1 GPT-40-2024-08-06
7 Meta-Llama-3.1-405b-Instruct-bfl6 1264
) GPT-40-2024-08-06 1263 10 * 4 GPT-4-Tuxrbo-2024-04-09

*Imsys arena



How it happens

Neural networks are prone to adversarial attacks

*examples taken from https://www.reddit.com/r/ChatGPT/commen ts/14bpla2/thanks_grandma_one_of the_keys_worked_for_windows/



How to mitigate

. " - stay close to the reference policy
(00&/' -
© O
® @“{b/’/
= ¥ /" - secondary reward model
4
rd h//—\\
¥ e
J True reward _
P - reward ensemble
//7/
/ WARM (https://arxiv.org/abs/2401.12187)
1 LCB (https://arxiv.org/pdf/2401.16635v2)

KL: Distance from unaligned model


https://arxiv.org/abs/2401.12187
https://arxiv.org/pdf/2401.16635v2

Other types of reward: unit-test

Q: generate a python program that runs some fancy operations and the output should be "hello world"

Python

import math

def fancy_hello world():

This function performs some fancy operations and outputs "hello world'
# Calculate the factorial of 10
factorial 10 = math.factorial(10)

# Calculate the square root of factorial 10
sqrt_factorial 10 = math.sqrt(factorial 10)

# Convert sqrt_factorial 10 to an integer
int_sqrt_factorial_10 = int(sqrt_factorial_10)

# Convert int_sqrt_factorial 10 to a hexadecimal string
hex_int_sqrt_factorial 10 = hex(int_sqrt_factorial 10)

# Extract the last two characters of the hexadecimal string
last_two_chars = hex_int_sqrt_factorial 10[-2:]

# Convert the last two characters to an integer
int _last_two_chars = int(last_two_chars, 16)

# Use the integer to index into a string containing "hello world"
hello_world = "dlrow olleh"[int_last_two_chars % 11::11]

# Print "hello world"
print(hello world)

if __name__ == "_ main__":

fancy_hello_world()

— R(x,y)=1

If the output = “hello world”

— R(XI y) =-1

Otherwise



Other types of reward: generative reward model

Problem: Tim decides to cancel his cable subscription and get streaming services. He gets Netflix for $10 a month. Hulu
and Disney Plus normally cost $10 a month each but he saves 20% for bundling. How much money does he save by
cancelling his $60 cable package?

Solution: Tim pays $60 for cable. He gets Netflix for 10 and the bundle of Hulu and Disney Plus costs $10 * 80% = $8.
So he pays $10 + $8 = $18 for Netflix and the bundle. Now he saves $60 - $18 = $42. The answer is 42.

Discriminative RM correctness score: 0.999

GenRM-CoT: Let’s verify step by step.

Step 3. **The bundle of Hulu and Disney Plus costs $10 * 80% = $8.** (Incorrect)

- Expected Answer: The bundle of Hulu and Disney Plus costs $10 + $10 = $20. With the 20% discount, the total cost is
$20 * 0.8 = $16. ---

Verification: Is the answer correct (Yes/No)? No

GenRM-CoT (Majority Voting) score: 0.0015

*examples taken from https://arxiv.org/pdf/2408.15240




Other types of reward: process reward model

The denominator of a fraction is 7 less than 3 times the numerator. If the fraction is equivalent to 2/5, what is the numerator of
the fraction? (Answer: ’ 14)

() (® @ Let's call the numerator x.
) ® @ So the denominator is 3x-7.
() ® & We know that x/(3x-7) = 2/5.
® ® @ So 5x =2(3x-7).

W ® S 5x=6x-14.

O®® Sox=7.

*examples taken from https://arxiv.org/pdf/2305.20050



Other types of reward: process reward model

Problem: Let p(x) be a monic polynomial of degree 4. Three ] [ Golden Answer: 24

| of the roots of p(x)are 1, 2, and 3. Find p(0) + p(4).

( )
Solution: S = §1, S5, 83, ", Sk J—»( Answer: 20 X ’ (a) Outcome Annotation: y¢ = 0
> <
e N
Problem: .... S21 " S31 [ ” —» Sg,1 [ »  Answer:24 v
S1: Since three of the . S S
roots of p(x)are 1, 2, and Sp2 » S22 ™ —» Sk,2 »  Answer: 24 Vv
3, we can write : p(x) = )
L x-D(x-2)(x-3)(x-1) ) S23 [» Sz3 > -+ [P Sk,3 [ Answer: 20 X

2
(b): Process Annotation: y;. = 3 ylF =1

. J
s;: the Fth step of the solution S.  s;: the #th step of the j-th finalized solution.

*examples taken from https://arxiv.org/pdf/2312.08935



Reward Bench

RewardBench: Evaluating Reward Models
Evaluating the capabilities, safety, and pitfalls of reward models
Code | Eval. Dataset | Prior Test Sets | Results | Paper | Total models: 139 | * Unverified models

¥ RewardBench Leaderboard Q RewardBench - Detailed Prior Test Sets About Dataset Viewer

Model Search (delimit with ,) Seq. Classifiers DPO Custom Classifiers Generative Prior Sets
a

4 Model 4 Model Type 4 Score 4  Chat 4 Chat Hard 4  Safety 4 Reasoning A
1 Seq. Classifier 93.8 95.8 91.4 91.9 96.1
2 _ 93.3 96.6 87.9 93.1 95.5
i3} Seq. Classifier 92.9 O5R5! 88.2 91.1 97.0
5] Seq. Classifier 92.5 95.8 87.3 90.8 96.2
6 Custom Classifier 92.0 95.8 87.1 91.5 93.6
7 Seq. Classifier 91.5 95.5 86.2 90.8 93.6
8 _ 91.0 91.9 86.6 92.0 93.6
9 Custom Classifier 90.4 96.9 76.8 90.5 97.3
10 _ 90.3 97.2 82.2 86.5 95.1
11 Seq. Classifier 90.2 98.9 76.5 89.5 95.8
12 Seq. Classifier 89.9 96.9 78.7 88.2 95.7
13 NCSOFT/Llama-3-0ffsetBias-RM-8B Seq. Classifier 89.4 97.2 81.8 86.8 91.9
14 Custom Classifier 89.4 96.4 71.3 92.3 97.7
Gemini-0514 is here )
16 Custom Classifier 88.8 91.3 80.3 92.8 90.6
17 BB 77.7 86.2 95.1
18 96.9 84.0 91.1 82.5
92.3 80.6 87.9 92.0

gpt-40-0806 is her s

*https://huggingface.co/spaces/allenai/reward-bench



Multi-Objective

[ Creativity ]

[Safety ] [Conciseness J

(Empathy | helpfulness |




Multi-Objective

[Safety} ~\~ [Empathy ] ~\~ [Creativity] + [Conciseness ]+ [helpfulness ] +




Multi-Objective

~\~ [Empathy ] ~\~ [Creativity] + Conciseness + +



Multi-Objective

Is

~i~ [Empathy ] ~i~ [Creativity] + Conciseness + +

Better than

[Safety ] ~i~ ~i~ [Creativity ] + Conciseness + +




Multi-Objective

Pareto Frontier

[Safety ] ~\~ [Empathy ] ~\~ [Creativity] + Conciseness + +

As long as no such alternatives exist

o) + ) + () + () () +




Multi-Objective

It is easy to achieve the Pareto Frontier

~\~ Empathy ~\~ Creativity + Conciseness + helpfulness +

So a harder question is, what is the definition of a good behavior?



Optimization



Variance Reduction

m(glx IExIEy~Q(.|x) [V lOg Q (le) R(.X', y)]

max ExEy-qc1x[V1og Q(y[x) (R(x,y) — B(x))]

- V(x)
B(x): baseline

- a constant scalar



Reward Attribution

How to attribute the reward to intermediate steps?  R(x,y)
Feed Forward Feed Forward
> =
- Maskéd Self Attention -
<bos> We like

PREFIX

N oo
§=%ZZ V@logﬂ'g |8?)

n=1 t=0

Generalized advantage estimation
https://arxiv.org/pdf/1506.02438

coding


https://arxiv.org/pdf/1506.02438

Multi-step RL
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https://arxiv.org/pdf/2407.18219



Example outcome of RLHF



Example: reddit tl;dr

Title: Ultimate travel kit

Body: Doing some traveling this year and I am looking to build the ultimate
travel kit ... So far I have a Bonavita 0.5L travel kettle and AeroPress. Looking
for a grinder that would maybe fit into the AeroPress. This way I can stack
them 1n each other and have a compact travel Kkit.

TL;DR: What grinder would you recommend that fits in AeroPress?



Example: reddit tl;dr

Model Size: TSXXL 11B
Steps: 20k steps supervised + 20k steps RL

Supervised Fine Tuning RLHF
Training ~4 hrs, tpu-v4 2x4x4 Supervised (optional): ~4 hrs, tpu-v4 2x4x4
Reward Model: ~4 hrs, tpu-v4 2x4x4
RL: ~11 hrs, tpu-v4 4x4x4

Serving Supervised and RLHF inference cost are the same

Data 3M supervised 3M supervised (optional) + 93k human preference
$10,000 to collect 50k human-preference examples



Case study 1: Reddit post (In-distribution)

Input:

Back when | was young and full of dreams, | used to play an epiphone LP classic with a Duncan
distortion in the bridge and a Duncan 59 in the neck. | sold it years ago and regret it.

Now I'm old and have white hair coming out of my ears, but | have the fancier version of my old guitar.
Reverse zebra version of the 59 and distortion. The tech replaced the PCB board as well.

Loving how it sounds!
Pretrained: <extra_id_0> when | was young and full of dreams <extra_id_1>...

FLAN: | have a new guitar.

RLHF: | sold my old guitar years ago and regret it. Now | have the fancier version of my old guitar.



Case study 2: CBS Sports News Summary(OOD)

Input: CBS article about (16) FDU’s upset over (1) Purdue in NCAA tournament.

“No. 16 seed Fairleigh Dickinson delivered a modern-day David vs. Goliath story Friday in the first round
of the NCAA Tournament, becoming the second No. 16 seed in March Madness history to defeat a No. 1
seed in a 63-58 shocker over No. 1 seed Purdue in the East Region....”

Doesn't understand the
prompt

Pretrained: <extra_id_0>- <extra_id_1>- <extra_id_2>- <extra_id_3>-... <

FLAN: Fairleigh Dickinson delivered a modern-day David vs. Goliath story
Friday in the first round of the NCAA Tournament, becoming the second
No. 16 seed in March Madness history to defeat a No. 1 seed in a 63-58
shocker over No. 1 seed Purdue in the East Region.

<—— (Copies first paragraph

RLHF: FDU beat Purdue in the first round of the NCAA Tournament, < Succinctly summarizes
becoming the second No. 16 seed to ever beat a No. 1 seed in the important facts
tournament.



Case study 3: Google quarterly earnings (OOD)

Input:

Turning to the Google Cloud segment, revenues were S7.3 billion for the quarter, up 32%. Revenue growth
in GCP was again greater than Google Cloud, reflecting strength in both infrastructure and platform
services. Google Workspace's strong results were driven by increases in both seats and average revenue
per seat. In Q4, we saw slower growth of consumption as customers optimized GCP costs, reflecting the
macro backdrop. Google Cloud had an Operating Loss of $480 million.

Pretrained: <extra_id_0> Revenues were $7.3 billion for the quarter, up < Doesn't understand the
32%. <extra_id_1>... prompt

FLAN: Google reported a net loss of $4.6 billion for the fourth quarter of
2018, compared to a net loss of $4.6 billion for the fourth quarter of 2017. <—— False claim

RLHF: Google Cloud revenues were $7.3 billion, up 32%. Google Cloud had <—— Captures important facts
an Operating Loss of $480 million.



Alternatives to the policy gradient



RLHF can be expensive

On-policy sampling can be slow

*image taken from https://blog.google/technology/ai/lamda/



RLHF can be expensive

* On-policy sampling can be slow

 Many models to load

Reward Model

—~—y gy

Policy Model

~—y ey

Value Function

~—y ey

Reference Model

T— Tewm



DPO and the variants



Direct Preference Optimization (DPO)

Training dataset:

[{Input}, {Output-A}] --

[{Input}, {Output-B}]

https://arxiv.org/pdf/2305.18290



https://arxiv.org/pdf/2305.18290

Direct Preference Optimization (DPO)

RLHF objective:

max By p gy (yx) [T¢(a:,y)] — BDkL [WO(y | ) || et (y | x)]

o

Optimal solution:

1

| ) = gmey | Dexp ( 5r(a)

https://arxiv.org/pdf/2305.18290



https://arxiv.org/pdf/2305.18290

Direct Preference Optimization (DPO)

1

my | 9) = sy | 2)exp ( riz)

Policy -> reward

r(z,y) = Blog 72;((?;'@)) -8 log Z(x)

Bradley-Terry model

1

p (Y1 > y2 | x) =

1 + exp (Blog ™ (y2]x) ﬂlog 7T"‘(y1|515'))

Tret (Y2 | ) Tret (Y1 | )

https://arxiv.org/pdf/2305.18290



https://arxiv.org/pdf/2305.18290

DPO can be very powerful

TL;DR Summarization Win Rate vs Reference

DPO  —f— Preferred-FT  =—f— GPT-

0.7 1
—— PPO  —— SFT —J— Best of 128

0.6 1 =

------- Meet Llama 3.1

o
o

o
W

Win rate
-

0.11 T/\T .
F 7 T — https://ai.meta.com/blog/meta-llama-3-1/
00 0.00 0.25 0.50 0.75 1.00
Sampling temperature In post-training, we produce final chat models by doing

several rounds of alignment on top of the pre-trained model.
Each round involves Supervised Fine-Tuning (SFT), Rejection
Sampling (RS), and Direct Preference Optimization (DPO)

https://arxiv.org/pdf/2305.18290



https://arxiv.org/pdf/2305.18290

DPO can be very promising

Self-Instruction creation Instruction following training
Generated Seed model Generate Generate Preference
new prompts (for =1) responses rewards pairs

DPO
training M
g 2 ARl

- yzl Til select
: : [
m vy oy 1EE S
1

4

Next iteration model

https://arxiv.org/pdf/2401.10020



When DPO can go wrong

Action | y;1 y2 y3
T ref 0.5 0.5 0
Dpref {(Y’w = Y1,Y! :}’2)}

- stateless
- 3 actions

- 1 preference pair

*example taken from https://arxiv.org/pdf/2404.10719v1



https://arxiv.org/pdf/2404.10719v1

When DPO can go wrong

Action | y1 Y32 y3
Tref 0.5 0.5 0
Dpret | {(Yw = Y1, Y1 =¥2)}

mpo | 0.1 0.0 0.9

TPPO 1 0 0
- Tppo(V2)
Lppo = log(1+ (2))
T Tppo(y1)

*example taken from https://arxiv.org/pdf/2404.10719v1



https://arxiv.org/pdf/2404.10719v1

When DPO can go wrong

The solution space of PPO is a {proper subset} of the solution space of DPO*

DPO can develop a biased distribution favoring unseen responses,
directly impacting quality of the learned policy*

*conclusion taken from https://arxiv.org/pdf/2404.10719v1
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How about we do online DPQO?

| recommend visiting

LLM 7Tyt Notre-Dame de Paris, a LLM
. . world famous cathedral
being aligned built in... Annotator
y]. (" Irecommend visiting
What are prompt N Notre-Dame de Paris, a

world famous cathedral
built in...

recommended places |———>
to visit in Paris?

I would advise to avoid of France.
Paris and instead plan
for a trip in the

countryside of France.

update
parameters y2

[ Direct Alignment (y+ ) y_ )

from Preferences <

*image taken from https://arxiv.org/pdf/2402.04792



How about we do online DPQO?

mo (Yw | Z) mo (Y1 | )
_E(w \’ o |:10g0 (5 o8 Tref(Yw | T) ~Plos Tref (Y1 | CU))]

x ~ D, Ywr Y1 ~ T (y|[x)

Yw» V; 1S labeled on the fly



How about we do online DPQO?

100%

P Ragk o o
= - r'ﬂ“\.:.-*--/' =T
© et Vv
8 90% / e ]
© / /7 \ .. R PP PO LLE
m I I O'l-“
= ? ;.\

LL / / \

ED_, 80% ¥ [z ]

g | s F

© '7

< |

S

? 70% r ‘

> \

= : | ==e== (Online DPO

T o 1 —e— QOffline DPO
| R o

50% .

0 2000 4000 6000 8000 10000 12000

Training Steps
*image taken from https://arxiv.org/pdf/2402.04792



Regret minimization for online learning

D

TIME

*image taken from https://seekingalpha.com/article/4438943-when-to-sell-regret-minimization

Naive online DPO misses
the exploration bit



Online fixes for DPO

DPO loss

t (8)|..(s) (8)].(s)
atth) — argmin{ — Z log o (ﬁ log W(er( 8|)a: ) _ Blog 7T(y_(8|)x ) )
T s=1 Tref(Yy |(#)) Trot(y. |2(5))

+ aff E log 7(y|x) — log mres(y|x)] }

prv'yNﬂ-cal(' |$)

T Encourages the exploration

This can achieve the same regret as online RLHF

*equation taken from https://arxiv.org/pdf/2405.19320



https://arxiv.org/pdf/2405.19320

Offline fixes for DPO

N i |l PR
T = arg min{ — Zloga(ﬁ log 7r(y+.|a: ) — Blog 7r(y_.|a: ) )
T i1 Tret(YY |2*) Tref(Y2 |T*)

—af E log 7 (y|z) — log Tyet(ylz)] }

wNp7yN7rcal(' |CU)

\

discourages over-optimization

*equation taken from https://arxiv.org/pdf/2405.19320
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Best of N Sampling and Distillation



Best-of-N Sampling

=

LM

(- [x)

/3’1 R(x, yl)\

Y2 R(x,y,)

Y3  R(x,y3)

\IN  R(x,y3)/

Y3



Best-of-N Sampling

T[BON(' |x)

-

=

LM

(- [x)

/3’1 R(x, yl)\\

Y2 R(x,y,)

Y3 R(x,vy3)

\IN  R(x,y3)/ /

Y3



Test-time scaling

Step 1: Generate many candidate solutions. Step 2: Use a verifier to pick a final answer.
—————— 3 g
4 LLM \ — lr data={} ... | —p 4 Verifier \
_______ (e.g. unit tests, proc_)f
Problem: Input (=== ===- checkers,/majonty voting)
a number from | ==—)p> o P X int(input()) ... | e—p ’ —)- x = int(input()) ...
stdnand... |} | = JSes@®»W} 4] 4 —T======
- -—"==-=== B )
K ) # | import requests ... | # K )
Problem 1 (coverage): Can we generate a correct Problem 2 (precision): Can we identify a correct
solution? solution from the generated samples?

https://arxiv.org/pdf/2407.21787



Test-time scaling

SWE-bench Lite

1-
—— DeepSeek-Coder-V2-Instruct + Moatless Tools
---- Single-Attempt SOTA (CodeStory Aide + Mixed Models)
---- Single-Attempt GPT-40 + Moatless Tools
)
®
0
S 56%
2
0.5
g& 43%
e
1™
Q
o
O | 24.67%
0+

T " s
Number of Samples (k)

Coverage (pass@k)

Coverage (pass@k)

I\finiFZF-MATH (Formal Proofs) 1 CodeContests

0.51
T T T O T T T
1 102 104 1 102 104
_ MATH (Oracle Verifier) 1- GSM8K (Oracle Verifier)
0.5+
T T T O T T T
1 102 104 1 107 104
Number of Samples (k) Number of Samples (k)

https://arxiv.org/pdf/2407.21787



Win-rate Optimal Policy (at given KL level)

Reward

/

max E,op [Pyun(y | x)xymmly | 070G Y) 2 1(x, Vo)) ]

subject to Dy (7t||7Ty) = d.

/\

Policy Reference Policy

*equations taken from https://arxiv.org/pdf/2406.00832



Best-of-N Policy is optimal

KL Divergence versus Win Rate

“Larger values of N approximate the
optimal policy even more closely”

1.0
0.9
© 0.8
©
o
=
= 0.7
0.6 Method
Best of N
- Optimal Policy
0.5
2 3 4

KL Divergence

*figure taken from https://arxiv.org/pdf/2406.00832



Best-of-N Distillation

Dy (T[BON || )

But how about

Dy (| |7TBoN)



Best-of-N Distillation

man IExIEyNn(.|x) [Vlegm(y|x) rgonp (x, V)]

1 . N[
rsonp (¥) = 10g p<(¥) + 1082[ - ] :

— -1 "~ p<(y)
- -~ .
(B)

https://arxiv.org/pdf/2407.14622



Summary

Algorithms
Policy Gradient
Direct Preference Optimization

Best of N sampling and Distillation

Difficulties
Reward modeling
Optimization Criteria
Practical optimization

Cost consideration



Q&A



