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Levers for 
Foundation 
Model 
Improvements

Well understood levers →
Table stakes, not competitive advantage

A. Compute: NVIDIA GPUs etc. All Big players have this in 
large volumes. 

B. Algorithms: Research has shown that a whole range of 
model architectures trained on similar data make similar 
predictions. Improvements largely efficiency related. 

C. Pre-training data. Very similar across companies
High impact lever but less research and less 
understood→Competitive advantage

D. Proprietary Human Data for post-training in complex 
domains. Early Improvements often measurable with 
1000-5000 high quality data points for SFT/RLHF/DPO. 
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This is the unfair advantage that Turing.com brings 
to the table.

2



3

Turing helps the world’s best Foundation LLM companies 
improve model performance for reasoning, coding, agents, 
problem solving, and other advanced AGI capabilities

We offer model evaluation & 
strength assessment, SFT, 
RLHF, DPO, for code, data 
science, agents,  factuality, 
multimodality, STEM expertise 
etc. 

Turing’s data services is used 
by OpenAI, Anthropic, Google, 
Meta, Apple, Nvidia, xAI, 
Snowflake, ServiceNow, 
Character.ai, Augment and 
many more.

Software Developers, other 
knowledge workers from 
100+ countries vetted across 
100s of technical, 
communication and 
instruction following skills.

Wide range of offeringsTrusted partner3 Million+ knowledge 
workers



Turing’s talent  cloud of 3 Million+ knowledge workers produce 
custom proprietary data at scale to improve models
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Largest talent 
pool in the world

Deeply vetted and diverse 
in skills and domains

Transparent management 
with quality control 

Rapidly scalable 
and elastic

Build a specialized team 
of software developers, 
other knowledge workers 
from Turing’s 3 million 
developers, across 
150+ countries. More 
diverse outputs than a 
whole team in a single 
office.  

Our knowledge workers 
have diverse skills and 
excel in tasks like data 
analysis, logical reasoning 
with proper function & 
agent calls, multimodal 
data, code gen, evaluation, 
documentation, and 
scaling SFT and RLHF loops.

Turing provides a fully 
managed developer 
team, allowing researchers 
to focus solely on task 
design while Turing 
handles developer 
coordination 
and management.

Leveraging Turing's global 
talent pool, we can rapidly 
scale our service to 100s 
of developers within weeks, 
all while maintaining 
significant cost-
effectiveness.
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How research and human data teams can collaborate to 
improve model performance
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Human data is typically applied during post-training. Base model used can be a 
company’s own pre-trained model or an open source model.

Identify backlog of 
areas for model 
improvement
● Coding, data analysis, 

multimodal reasoning.
● Ideas, prioritization 

inputs from product 
owners, researchers, 
and Human Data team 
analysis.

Continuous optimization

● Evals, SFT, RLHF data 
generated in various 
areas of interest.

● Model improvements 
analyzed every 1000-5000 
data points. Decide 
whether to scale, change 
task specs or whether 
saturation has been fit.

Talent re-allocation 
and task transition

● Strategic reuse of trained, 
high performing LLM 
Human Data trainers for 
new improvement 
phases.



Research and human data team collaboration to improve 
models in a specific area.

6

Measure and Improve model performance in a specific area

Assemble a team 
skilled in the specific 
domain

● Either new LLM human 
data trainers or those 
transitioning from 
comparable data tasks

Evaluation dataset 
generation for the 
specific domain

● LLM human data trainers 
create evaluation/test 
data with human 
judgments as the 
performance benchmark

● Typically 30-120 min per 
data point incl of review 
and rework to ensure high 
quality. 

Supervised Fine Tuning 
(SFT) process

● Task designed for SFT 
data generation

● LLM Human data 
trainers produces high 
quality data points. 30-
120 min per data point incl 
review/rework.

● Researchers enhance 
model using data.

● Continue until 
improvements saturate 
on evaluation data ( ~10K-
100K data points)

Reinforcement 
Learning with Human 
Feedback (RLHF) cycle

● Comparison/judgement/r
ewrite/process supervision 
/ related tasks designed 
for RLHF

● LLM trainers produce high 
quality data. Typically 15-
60 min per data point. 

● Researchers enhance 
model using data

● Continue until 
improvements saturate on 
evaluation data (~10K-100K 
data points).
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Team leads assess notebooks 
and assign quality ratings to 
each submission.

Weekly monitoring of quality 
scores to maintain researcher 
satisfaction standards.

Quality

Weekly tracking of throughput scores 
to meet researcher expectations.

Support provided by Developer 
Success team for developers 
with lower-than-expected 
throughput scores.

Throughput

Researcher Satisfaction Score Rubric Time/Task

Optimizing quality and throughput
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Best practices to ensure high quality of Evals, SFT, rlhf data
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Performance report  is 
generated

Team leads analyze the 
report

Report generates automated 
flags. Not visible to team 

leads

Team, primary and 
secondary leads 

meet

Team lead shares 
findings with primary 
and secondary  leads

Compare findings to 
automated flags report, 

evaluate team leads 
opinion

Leads categorize 
trainers. All leads should 
agree on the categories.

No issues, struggling 
(needs coaching), 

suspicious activity, top 
performer

Recognize good job

Leads create callouts in 
for struggling, suspicious 
activity trainers, and top 

performers

Each callout is initially 
managed internally. 
Callout starts with 

“internal tag

Congratulate the trainer 
(integrate with rewards 

system?)

close callout

Change callout status to 
“open” Strike trainer

HR member claims the 
callout

HR member schedules 
call with trainer and 

communicates the issue

HR member updates 
callout and give their 
opinion on the strike 

decision

close the callout

Define 
automated 

flags

How to 
evaluate this?

Are team  
leads doing a 

good job?

Is the trainer a 
top performer?

Was the issue 
resolved?

Yes

No

No

Yes

Yes

We have a dedicated PM to coordinate all these ops

LLM human data trainer Quality
● Vetting
● Performance reviews on the job

Data Quality
●Calibrate with researchers’ guidelines

● Label review workflow
● Labeling tooling



Sample model areas that are being improved via human data
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Coding & Debugging Agents, Function, Calling,Tool-
Use  Data Analysis

Multi-Modality Advanced Reasoning Industry Vertical & Expert 
Functional Knowledge 

Frontier High end STEM 
Domain Knowledge Factuality, RAG labeling Alignment & Safety



Model evaluation - identifying improvement areas



Sample Evals, SFT, RLHF datasets 
across different areas
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Improved Coding Performance
https://colab.research.google.com/drive/1GeektjdgegfUUvcWKbFzfmvcwjLa80X4

https://colab.research.google.com/drive/1GeektjdgegfUUvcWKbFzfmvcwjLa80X4


https://colab.research.google.com/drive/11mp_K_Wy5O4XUTsxcc_Bop7ddcBmjpuM
https://colab.research.google.com/drive/11m_EZmL8CVOAhIRnT2Ooxy2SKkShFhH1

Agents, Function, Calling, Tool-use

https://colab.research.google.com/drive/11mp_K_Wy5O4XUTsxcc_Bop7ddcBmjpuM
https://colab.research.google.com/drive/11m_EZmL8CVOAhIRnT2Ooxy2SKkShFhH1


Data Analysis
https://colab.research.google.com/drive/1JaT5gWcffuOg-SoC0flTYELPqhKuwcVH

https://colab.research.google.com/drive/1JaT5gWcffuOg-SoC0flTYELPqhKuwcVH


Industry Vertical & Expert Functional Knowledge
We can use the chip RTL design examples: 
https://docs.google.com/document/d/1rXVeASEg_veRG9JwZNUYR9uSU_29XkxaCEuooHfhcrs/edit#heading=h.2t6lqgk0tokp
Example notebook: https://colab.research.google.com/drive/1043ew_P2Gt2LQzxqK7kA1aWtEsyz-R3Q?usp=sharing

https://docs.google.com/document/d/1rXVeASEg_veRG9JwZNUYR9uSU_29XkxaCEuooHfhcrs/edit
https://colab.research.google.com/drive/1043ew_P2Gt2LQzxqK7kA1aWtEsyz-R3Q?usp=sharing
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Technology integration

https://colab.research.google.com/drive/1KUCSXWihxEBf4wckKnrIjyuPpebQytSg

https://colab.research.google.com/drive/1KUCSXWihxEBf4wckKnrIjyuPpebQytSg


Mathematics Areas - High School and Advanced Level
High school level 
https://colab.research.google.com/drive/1qhgDLeigapPy8v-hVk625CgmX_oJtziu

Undergraduate / Advanced
https://colab.research.google.com/drive/1r97BEglogIQ6RqgdudPlnOtOmHa1Mw5Z

https://colab.research.google.com/drive/1qhgDLeigapPy8v-hVk625CgmX_oJtziu
https://colab.research.google.com/drive/1r97BEglogIQ6RqgdudPlnOtOmHa1Mw5Z


High end STEM Domain Knowledge (1/3) 
Hard Undergrad + Grad Physics examples: https://docs.google.com/spreadsheets/d/1QymOYVfLKyMWngD_-jnju-r5DuKHQKwl9M9iPe0iGIk/edit?gid=0#gid=0

Example at a Glance
1. Initial Prompt given to the model. 
Response is captured in content 
column with each row 
corresponding to a step of the 
response.

2. We grade the steps. If step is 
correct, we label it in ratingcolumn 
as Correct. If it is incorrect, we mark 
it as Incorrect.

3. Grader then rewrites the 
corrected step. Steps after first 
incorrect step in the response are 
not graded.

4. New prompt is crafted. It is 
amalgamation of previous prompt 
+ correct steps from the response 
given by the model + the corrected 
step graded marked as incorrect.

5. Grader continues till model is 
able to get to the correct answer.

1

4

2

3

5

https://docs.google.com/spreadsheets/d/1QymOYVfLKyMWngD_-jnju-r5DuKHQKwl9M9iPe0iGIk/edit?gid=0


High end STEM Domain Knowledge (2/3) 
Hard Undergrad + Grad Chemistry examples: https://docs.google.com/spreadsheets/d/1QymOYVfLKyMWngD_-jnju-r5DuKHQKwl9M9iPe0iGIk/edit?gid=0#gid=0

Example at a Glance
1. Initial Prompt given to the model. Response is 
captured in content column with each row 
corresponding to a step of the response.

2. We grade the steps. If step is correct, we label it in 
rating column as Correct. If it is incorrect, we mark it 
as Incorrect.

3. Grader then rewrites the corrected step. Steps after 
first incorrect step in the response are not graded.

4. New prompt is crafted. It is amalgamation of 
previous prompt + correct steps from the response 
given by the model + the corrected step graded 
marked as incorrect.

5. Grader continues till model is able to get to the 
correct answer.

1

4

2

3

5

https://docs.google.com/spreadsheets/d/1QymOYVfLKyMWngD_-jnju-r5DuKHQKwl9M9iPe0iGIk/edit?gid=0


High end STEM Domain Knowledge (3/3) 
Hard Undergrad + Grad Biology examples: https://docs.google.com/spreadsheets/d/1QymOYVfLKyMWngD_-jnju-r5DuKHQKwl9M9iPe0iGIk/edit?gid=0#gid=0

Example at a Glance
1. Initial Prompt given to the model. 
Response is captured in content 
column with each row 
corresponding to a step of the 
response.

2. We grade the steps. If step is 
correct, we label it in ratingcolumn 
as Correct. If it is incorrect, we mark 
it as Incorrect.

3. Grader then rewrites the 
corrected step. Steps after first 
incorrect step in the response are 
not graded.

4. New prompt is crafted. It is 
amalgamation of previous prompt 
+ correct steps from the response 
given by the model + the corrected 
step graded marked as incorrect.

5. Grader continues till model is 
able to get to the correct answer.

1

4

2

3

5

https://docs.google.com/spreadsheets/d/1QymOYVfLKyMWngD_-jnju-r5DuKHQKwl9M9iPe0iGIk/edit?gid=0


Factuality - WIP
We can extract example from: https://docs.google.com/spreadsheets/d/1WLfhKlUWJsPnKzsujoyG1fX3ih3KnvbXGkGr1PNrw_g/edit?gid=2112275846#gid=2112275846

https://docs.google.com/spreadsheets/d/1WLfhKlUWJsPnKzsujoyG1fX3ih3KnvbXGkGr1PNrw_g/edit?gid=2112275846


WIP - RAG enabled Model Relevance Eval
Example: https://rlhf-v3.turing.com/prompt/57472539-e0b1-49db-bf53-d046cc0e4d29

https://rlhf-v3.turing.com/prompt/57472539-e0b1-49db-bf53-d046cc0e4d29


Image + Text Reasoning
https://docs.google.com/document/d/1jyhM8ZaX63gaWz-NHcoFUsdG3Nl9G-0UiTrOllwxkfw/edit

https://docs.google.com/document/d/1jyhM8ZaX63gaWz-NHcoFUsdG3Nl9G-0UiTrOllwxkfw/edit


Multi-modality
https://label-sync.gpt.turing.com/
https://docs.google.com/document/d/1JyDvRbfpmMLz4mTAX3fH2q2D60M0AexeRnvNG5XyWzE/edit

https://label-sync.gpt.turing.com/
https://docs.google.com/document/d/1JyDvRbfpmMLz4mTAX3fH2q2D60M0AexeRnvNG5XyWzE/edit


RLHF Example 1

25



RLHF Example 2
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Suggested Future Research areas
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Structure of Human vs LLM Intelligence 

- One of the most profound findings in psychometrics testing, Industrial & Org psychology is 
that of the g-factor (latent variable that IQ tests measure) and its predictive power on a 
whole range of important life outcomes. 

- Is there an analogous concept with LLMs? How do we best create LLM IQ tests that measure 
pure intelligence rather than memorization (less of a problem with humans who have not 
absorbed all of common crawl data). 

- Does it lead to insights for how to structure LLM post-training? Like focusing on foundation 
skills before specialized ones? 

- Does correlation between various skills in humans, correspond to similar skill correlations in 
LLMs? We know that improving LLM coding capability improves reasoning. Is this also true 
among other human skills that are highly correlated?

28



LLM driven vetting of human knowledge workers

- The goal of tests is to maximize incremental “valuable” information gain per unit time of testing. (toward goal of identifying knowledge workers 
who could generate ROI maximizing human data for LLMs). 

- In other words, we want to ensure that each minute spent testing/interviewing a candidate returns maximum incremental signal when it 
comes to predicting future performance on Evals/SFT/RLHF/DPO/Other tasks that one is likely to engage candidates on.

- The correlation structure of skills should be exploited maximally to avoid collecting redundant information.
- Our accuracy needs are higher when it comes to estimating skills of candidates for “hot demand areas” 

- Could LLMs be interviewers and outperform current forms of automated testing? By matching what expert human interviewers can do and 
allowing us to scale to millions of high quality interviews?

- Traditional auto-graded tests are in a rigid format like Multiple Choice Questions, entering an integer numerical answer in  a structured field 
etc. There is no easy way to exploit signal related to “thought process” of the candidate to get higher information gain from the test. 

- Traditional forms of adaptive testing are also very narrow in scope. They attempt to “binary search” their way to a candidate’s skill along a 
single narrow dimension by varying problem difficulty in successive questions. Doesn’t really exploit correlation between different skills. 

- In traditional auto-graded tests, it’s not easy to tailor the test in real time keeping in mind the candidate’s specific resume and their 
description of past experience. 

- Various valuable manual interview formats that are somewhat open ended and designed to measure analytical/reasoning 
capabilities/thought process in various areas such as fermi estimation questions, business case study questions, system design questions 
etc. have been hard to administer automatically.

- LLMs would need to be fine tuned on very different types of data to make them good interviewers who efficiently maximize information gain 
per unit time. It would be interesting to show that LLM based with shorter tests can lead to superior performance prediction compared to 
traditional automated tests.

- Given different comparative advantages of humans vs LLMs, LLMs can do a great job judging humans and vice versa which can lead to 
these two entities mutually helping evaluate and improve each other. 

29



Maximizing ROI of the human data generation process

- Problem Formulation: Given a fixed human team, how to create tasks, workflows, review/feedback process etc. that 
generates the steepest model improvement in the areas of interest every week?

- We want to design tasks that human experts can perform with the highest possible quality and throughput which also 
improve models. 

- Humans and LLMs have very different comparative advantages. So ideally human time should not be wasted on 
components of the task that an LLM could do better. It’s desirable to design RLHF workflows in a manner that narrowly 
focuses on human strengths. 

- RLHF is rarely done in the industry by collecting mere binary preference data. Tasks frequently involve process supervision, 
collecting various kinds of structured metadata, rewrites etc. Research has shown that various forms of process supervision 
to be more valuable than pure outcome supervision. But process supervision tasks also take longer. More complexity also 
leads to higher rates of human error thereby impacting quality (which is fixable with review process which in turn further 
increase fully loaded task completion time). 

- Are there novel principled ways to use LLM as judge, reviewer, copilot to maximize human data quality/thoughput/ROI ?

30



Questions? 
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Also available to chat 1-1. Contact me at vijay@turing.com. Text/Whatsapp me at 

+1.650.796.6388 to catch up today or tomorrow. 

mailto:vijay@turing.com
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